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The functionality of a cross-shaped Spin Torque Majority Gate is explored by means
of micromagnetic simulations. The different input combinations are simulated vary-
ing material parameters, current density and size. The main failure mode is identified:
above a critical size, a domain wall can be pinned at the center of the cross, preventing
further propagation of the information. By simulating several phase diagrams, the key
parameters are obtained and the operating condition is deduced. A simple relation
between the domain wall width and the size of the Spin Torque Majority Gate deter-
mines the working range. Finally, a correlation is found between the energy landscape
and the main failure mode. We demonstrate that a macrospin behavior ensures a
reliable majority gate operation. C 2016 Author(s). All article content, except where
otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). [http://dx.doi.org/10.1063/1.4953672]

Continual miniaturization of Complementary Metal-Oxide-Semiconductor (CMOS) field effect
transistors has been a great success in the past 40 years. However, scaling is now approaching
fundamental limits.1 In this regard, spintronics2 could provide a new paradigm, taking advantage
of its low power and non-volatility. A spin-polarized current can manipulate the magnetization of
a ferromagnetic layer via the Spin Transfer Torque (STT) effect.3,4 This is used in STT-MRAM5

to switch the magnetic state. These memory devices can be combined with CMOS logic to build
hybrid magnetic/CMOS architectures.6 In more drastic approaches, the ferromagnet is part of the
logic circuit. For example, in Nano-Magnetic Logic,7–10 information propagates between nanoscale
magnets via dipolar coupling. A logic gate can also be built with a Magnetic Tunnel Junction (MTJ)
controlled either by an external magnetic field11 or by STT and stray field.12 Nevertheless, larger
speed and higher density are expected if the signal is directly transmitted through a continuous free
layer, as in Domain Wall (DW) logic.13–16

Most of these concepts implement the common NAND, NOR or NOT functions, while
others8,9,17 utilize a majority gate. It is known that any arithmetic operation can be synthesized from
inverters and three-input majority gates.18 Logic circuits based on such gates are expected to be
more compact.

Thus, four features are essential for disruptive spin logic: (1) majority gate for more compact
circuits, (2) low power spin manipulation, (3) continuous spintronic bus for potential high speed and
high density, (4) bistable states for non-volatility. Even though a few technologies previously cited
have several of these advantages, none of them meet these four criteria. In fact, only two concepts
fulfill these conditions: the all-spin logic device19–21 and the Spin Torque Majority Gate (STMG).22

The former requires improvement of current material properties such as the spin diffusion length
and spin injection efficiency, while the latter should benefit from materials already developed for
MRAM stacks. Nikonov et al. introduced the concept of the STMG22 and studied variations of the
free layer shape.23 Here, we focus on the operating range of the conventional cross-shaped STMG,
which is the most promising geometry explored so far.
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The STMG consists of an out-of-plane free layer shared by four MTJs. The logical state (‘0’ or
‘1’) is encoded in the orientation of the free layer magnetization (‘UP’ or ‘DOWN’). It is controlled
by Current-Perpendicular-to-Plane (CPP) spin torque via the three input MTJs. The output magne-
tization state is detected by the fourth MTJ via the Tunnel Magnetoresistance. The STT is acting
only at the inputs. In the rest of the free layer, the magnetization is mainly driven by the magnetic
exchange interaction since no in-plane current is injected. As a consequence, the STMG can only
work if the four MTJs are close enough to each other.

Magnetization dynamics is simulated in the free layer using the micromagnetic solver
OOMMF.24 The free layer thickness is t = 1.2 nm and the mesh cells are 2 × 2 × 1.2 nm3. The
anisotropy is set along the z-axis (out-of-plane). Like in Ref. 22, the current is assumed to flow
along ±z in the square areas defined by the input MTJs. At the end of the current pulse, the magne-
tization relaxes towards the nearest equilibrium state. The Oersted field generated by the current is
not taken into account.

Simulations were run varying the saturation magnetization Ms, the exchange constant Aex, the
anisotropy constant Ku (defined as the ratio of the surface anisotropy Ks over the thickness t), the
arm width a, the current density J and the pulse duration. For each set of parameter values, the five
input combinations shown in Fig. 1 were simulated. The initial state was chosen to be pointing UP,
with small deviations with respect to the z-axis in order to initiate the switching. The amplitude
of these deviations is of no importance as we do not focus on switching speed performance.25

Similarly, we do not intend to predict the operating current, since it will depend, in reality, on the
stack composition and the quality of the MTJs.

For the input combinations A and B (defined in Fig. 1), the final output state is expected to be
UP, which is identical to the initial state. This behavior is confirmed by all the simulations that were
performed. In fact, not only the output arm is UP, but the entire cross is pointing upward at the final
stage.

The combinations C, D and E are more critical. As shown in figure 2, they work below a
maximum size. An increase of this critical size is observed when the exchange constant Aex is
increased. This is expected since the switching of the output arm relies mainly on the exchange
interaction.

The working conditions of the E and D configurations are not discussed in detail here. As seen
on figure 2, the input combination C is the most critical because it requires a smaller size. This is
confirmed by all the simulations that were performed. Therefore, in the remainder of this article, we
shall focus on the operating condition of C. Its failure will be referred to as the “main failure mode”.

Fig. 3 shows the final state of the ‘C’ configuration for two sizes and several current values. For
an arm width a = 10 nm, the output switches successfully above the threshold current. However, at
a = 20 nm, the main failure mode is observed. This magnetic state consists of a DW pinned at the
center of the cross. It is formed during the pulse of current and remains stable afterward. Interest-
ingly, this DW can be Bloch or Néel.26 The cross shape creates magnetostatic surface charges for the
two types of DW. This is in contrast with the common case of a strip where surface charges exist
only for the Bloch DW. Consequently, here, the two configurations have about the same energy.
Therefore, the pinning does not seem to depend on the type of DW.

FIG. 1. Simulated input combinations. The symbols ‘+’ and ‘-’ represent the voltage polarities. In our convention, ‘+’ pushes
the magnetization up and ‘-’ brings it down. Since the initial state is UP, a majority of ‘+’ should leave the output unchanged
(combinations ‘A’ and ‘B’), while a majority of ‘-’ should switch it (combinations ‘C’, ‘D’ and ‘E’).
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FIG. 2. Final states varying the arm width a for the input combinations C, D and E. Red: magnetization UP. Blue:
magnetization DOWN. At a = 10 nm, the three configurations work (output in blue, i.e. switched), while at 60 nm, they
all fail (output in red, i.e. unswitched). The C configuration is the one requiring the smallest size. Simulation parameters are
Ms = 800 kA/m, Ku = 400 kJ/m3, Aex= 2×10−11 J/m. The current density in the MTJs is above the threshold value.

For the sizes that work regardless of the combination, a seems to be smaller than the DW
width. In such a small device, the magnetization is mainly driven by the exchange interaction, which
means that the only equilibrium states are uniform. Therefore, the final state is always uniform.
However, large spatial variations are observed when the current is applied. During the pulse, the
spin torque causes magnetization motion in the input areas. Since the device is very small, this
motion is transmitted to the entire free layer via the exchange interaction. A complicated reversal
mechanism occurs.26 At the end of the pulse, each input arm points in the direction induced by
its input MTJ. The output arm follows the majority, due to minimization of the exchange energy.
Then, the system relaxes to the closest equilibrium state which is uniform and points in the majority
direction.

It is worth mentioning that above the switching current density Jc, the final state is either
always successful, or always in the main failure state.

Each simulation parameter seems to influence the final output state. In order to find the oper-
ating conditions, the total parameter space must be reduced. Since we choose not to focus on
performance, the pulse duration and amplitude can be set to large values ensuring that J > Jc.

FIG. 3. Final micromagnetic states for the C configuration. Here, failure is observed from a = 20 nm. Input parameters are
as in Fig. 2.
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FIG. 4. STMG operating conditions. (a) Ku and Ms are varied, while Aex= 2×10−11J/m and the arm width is a = 20 nm.
The color represents Keff . Successful majority operation is determined by a limit value of Keff . (b) Phase diagram varying
Aex and Keff . The successful condition is given by a critical value of Aex/Keff . (c) Phase diagram where a and


Aex/Keff

are both varied. A straight line separates failure and success.

In a perpendicular free layer, the anisotropy constant is

Keff = Ku −
1
2
µ0M2

s (Nzz − Nxx) (1)

where Nxx and Nzz are the demagnetizing coefficients. Fig. 4(a) illustrates this simple relation.
Keff shown in this figure is calculated according to the definition Keff = µ0Ms

�
Hdemag + Hanis

�
/2,

where Hdemag is the demagnetizing field and Hanis is the anisotropy field in a perpendicularly
saturated state. Since Heff varies spatially, we extracted its average over the free layer. More-
over, Fig. 4(a) shows that, for constant arm width a = 20 nm and constant exchange parameter
Aex = 2 × 10−11 J/m, the working range is only determined by Keff , more specifically 0 < Keff

< 34 kJ/m3. Therefore, Keff is a key parameter for operation conditions.
Figure 4(b) represents a new series of simulations where Aex and Keff are both varied.26 The

arm width a is still 20 nm. Simulations exhibiting the majority gate behavior are shown in green.
As expected, the in-plane state is obtained when Keff ≤ 0. For positive Keff , the working range is
delimited by Aex/Keff , which is a key parameter of the system.

Lastly, the arm width is varied, as shown in Fig. 4(c). The DW remains pinned at the center
of the cross if


Aex/Keff < 1.21 a. Since ‘C’ is the most restrictive input combination, we conclude

that the operating condition of the STMG is
Aex

Keff
> 1.21 a. (2)

The parameter


Aex/Keff is known as the Bloch length and is proportional to the DW width.
Therefore, the DW stability is determined by the ratio of its width and the size of the device.

Note that there is no in-plane current. The out-of-plane current is localized in the MTJs, push-
ing the DW via the exchange interaction. Its effect seems negligible when the DW reaches the center
of the cross. Therefore, we infer that the DW remains at the center if this is an energy minimum and
that the failure disappears when it becomes a saddle point of the energy landscape. To verify this,
more simulations are performed: starting from the failure state, the system relaxes to the nearest
energy minimum. These final equilibrium states are shown in Fig. 5(a) (“equilibrium simulations”).
They are compared to STT simulations in which the current density J > Jc flows in the inputs
MTJs (Fig. 5(b)). In the region ‘1’, the DW is an equilibrium state, which leads to failure. In the
region ‘2’, near Keff = 0, the DW is unstable, leading to success. The comparison of the two phase
diagrams proves that the STMG works if the DW is energetically unstable. However, the operating
region is slightly wider in the STT simulations. The additional successful states correspond to a
third case (‘3’) where the DW is in a shallow energy well (Fig. 5(e)). In this situation, the STMG is
very sensitive to initial conditions. Depending on the exact magnetization trajectory, the system may
end up either in the DW state or in the uniform configuration. In a more realistic model, thermal
fluctuations (not included here) should help overcome a shallow energy well.
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FIG. 5. (a) Final states of simulations without current, starting from an initial DW state. The magnetic state has a red frame
if the DW is stable or if the magnetization is in-plane (failed). The frame is green for unstable DW (successful). (b) Final
states of simulations with STT. States with expected output are framed in green. Here, a = 10 nm, Aex= 3×10−11 J/m. The
plots (c), (d) and (e) are schematic representations of the energy as a function of the position of the wall. If the center is in a
minimum, the DW is an equilibrium state. In the region ‘1’ of the phase diagram, the DW is stable. It is therefore an energy
minimum. In the region ‘2’, it is unstable, suggesting that it corresponds to a saddle point. The region ‘3’ is characterized by
a shallow energy well for a DW at the center.

Consequently, the operating condition is determined by the energy landscape27: the STMG
works if the central DW is in a saddle point (region ‘2’) or if it is in a very shallow energy well
(region ‘3’).

The case of a shallow energy well has been studied with more thorough simulations. A different
final state can be observed when the initial condition is changed. Adding the Oersted field leads
to a similar result: by slightly modifying the precession trajectory, the final state can be changed.
Therefore, correct operation is really ensured when the only two energy minima are the uniform
states (region ‘2’). Thermal fluctuations should widen the operating range by destabilizing the DW
in a shallow well. However, such a study is beyond the scope of this letter.

In conclusion, the operating range of the STMG has been explored via micromagnetic simula-
tions. After an extensive study including all the possible input combinations, a main failure mode
has been identified. It consists of a DW pinned at the center of the cross. It has been found that the
device is functional below a critical size determined by the DW instability. Varying the simulation
parameters, the operating condition


Aex/Keff > 1.21 a has been obtained. The link with the energy

landscape has then been established: if the central DW is in an energy minimum, it is likely to
remain there and cause failure. Therefore, the maximum functional size is given by the macrospin
limit.
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